Comparison and contrasting between
[Pv4 and IPv6

Abstract

As a result of the explosion of the internet in the 1990’s, many devices have since been connected. The

people in the future and is concerned about the imminent lack of IPv
whether to migrate the company’s addressing scheme to pure IP

predominant traffic of the company is HTTP web browsing. vestigation was conducted in this
report via OPNET, using a pure IPv4 network, a purg IPvG @
network via tunnelling. Parameters such as page respxj

were collated across the entire network. The resullt indicated that having a mixture of Ipv4 and Ipv6

nd another Ipv4 and Ipv6 mixed

Ethernet delay and packet dropped

offers similar performance to a pure Ipv4 whiV 6 network offers better performance overall

when benchmarked against this parame
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1.0. Introduction
The internet is currently an essential part of our lives, and it contains thousands of information

cutting across different topics. With the internet, at the comfort of our living room, we could
pay for different products and goods, pay for bills, watch movies, play music, get the latest
news at our fingertips, especially via mobile or tablet devices. The internet is an enormous
network of computers that are connected via a wireless or wired network. A unique address

identifies each device on this network. This is known as an Internet Protocol addsess. The

1 a8 the internet.

to as the TCP/IP

This protocol has been in existence since the 1970’s, on other netwo
It is mostly used with the Transport Control Protocol (TCP), a
Network. Due to the rapid explosion of the internet in the 1990, nternet Engineering Task
Force (IETF) began working on a new protocol to replace P
work, the specification for IPv6 was published. Fhis pﬁ pts to compare and contrast
the Internet protocol version 4 (IPv4) with the Inter\ ol version 6 (IPv6). Also, the real

environment of a large fictitious compagy haMing

er several years of hard

v4 based network will be simulated.
This network will be upgraded to IPv6 as M network with a mixture of both IPv4 and
s of the company running each variant, then a

IPv6. The reports analyse the pro

recommendation regarding the ch tocol based on these analyses of network dynamics

such as delay, packet dfeppe n, is made.
The aims of this report t below:
1. To gain i nical knowledge about internet protocols especially IPv4 and

IPV6.
To s@and compare IPv4, IPv6 and to mix IPv4 and IPv6 via OPNET

3. vide comprehensive guidelines about the choice of migrating to a pure IPv6 or

keeping a mixture of both IPv4 and IPv6 network.

The remaining part of the report is structured as follows:
e Chapter 2 is a review of IPv4 and IPv6 technologies as well as the necessary steps
needed in mixing and IPv4 network with an IPv6 network
e Chapter 3 contains a detailed description of the case scenario as well as a discussion

of how the experiment will be done.
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Chapter 4 is a simulation of an IPv4 and IPv6 network on OPNET, testing various
network monitoring parameters such as delay, packet drops and so on. Also, a
simulation of a mixture of IPv4 and IPv6 network with tunnelling was conducted in
OPNET with the same parameters being monitored.

Chapter 5 is the conclusion of the report. Also, future testing recommendations were
made.
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2.1. Internet Protocol Version 4 (IPv4)
The Institute of Electrical and Electronic Engineers (IEEE) publicised a book known as "A

Protocol for Packet Network Intercommunication”, the authors described a way of sharing
resources in a packet switching network (Cerf & Khan, 1974). In 1981 the version of the IPv4
was produced. The IPv4 is a connectionless protocol used in a packet-switched network such
as the Ethernet. IPv4 is the fourth generation of the Internet Protocol system, used in the
identification of different devices and machines; providing a unique identifigr fo vice

(Shoch, 1978), which are connected to a specific network (Hagen, 2006).

The architecture of IPv4 allows a total of approximately 4 billion IP (Mun & Lee,

2005).In the present age of internet and communication, many rks 111 today’s world use

the Internet Protocol version 4 (IPv4) standard whose IP a s four bytes (32 bits) in
length (Leiner et al., 1985). It is expected that the nu v4 addresses will be entirely
consumed by the growing number of internet usiﬁ& nd devices (Beijnum, 2006).

2.1.1 Addressing System o
Before IPv4 implementation, the en in& ussed while developing ARPANET to

determine the length of an IP addreg8ithe @liscussion centred around whether to use a 128-bit
address or a 32-bit address for i labenjo & Omar, 2014). The decision to use a 32-
bit length address as against @ddress was made in 1977 (Cerf, 1978). This amounted to
a total of 4.3 billion ad a

because, at that ti et just started (Olabenjo & Omar, 2014). IPv4 has five different

at time, and they never envisage the need for more address

classes, A, B ses A, B and C exhibit different bit length to address a network host.
Clas ddressesgare reserved for multicasting purpose, while class E addresses are reserved
for u uture (Olabenjo & Omar, 2014). IPv4 utilises a 32 bit addressing which gives a
total ,294,967,296 unique addresses (Amer, 2012).

A typical example of an IPv4 address is “158.80.164.3”, it has four octets of 8 bits each all
leading to a 32-bit address (Virgeniya & Palanisamy, 2013). The address looks like
10011110.01010000.10100100.00000011 for the four octets (Olabenjo & Omar, 2014). Table
1 below shows the assignment of IPv4 addresses with the host count of each class. The IP

addressing system also has a subnet mask that makes it possible to differentiate between
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network address and host addresses, e.g. if our device has an IP address of 192.168.0.9 and
also a subnet mask of 255.255.255.0, “192.168.0” is the identification of the network which

falls in the class C network address while the last octet in decimal, i.e. “2” is the host.

Table 1: IPv4 Network Classification

Different Classification

Network Class Networks Count Host Count
A 126 16,777,214
B 16,382 65,534

C 2,097,150 254

2.1.2 Why IPv4 addresses are getting exhausted
As a result of the massive increase in the production of h@ ices such as tablets and
mobile phones, coupled with an increased numbgr of& all of which connects to the
internet, the demand for having more IPv4 addres n on the increase. The last bock
of IPv4 addresses was released on the ;’d of fFebruary?2011 by the Internet Corporation for
Assigned Names and Numbers (ICANN) i benjo & Omar, 2014). This indicates that
IPv4 will be exhausted shortly and j difficult for companies that are expanding to

get new IPv4 addresses.

2.1.3 IPv4 shortage r@vd

Even though IPv4 fac nt exhaustion, several technologies have been developed and
deployed to as solution to this issue. These include Classless Inter-Domain
Routing (CI m IPv4 address assignment (DHCP) or Dynamic Host Configuration
Prot ana@rk Address Translation (NAT) (Next Generation Internet, 2009). Network
Addr lation (NAT) ranks as the most popular amongst these technologies, and it has
contribtted positively by helping to move forward the time it would take to exhaust IPv4
addresses (Doshi et al., 2012).

2.1.4 Shortcomings of IPv4
Internet Protocol version 4 (IPv4) however has some few disadvantages, some of which

include:
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e Network Congestion: As a result of the IPv4 broadcast feature, it is possible for
network devices to be overloaded and congested because packets could be sent to all
network addresses (Olabenjo & Omar, 2014).

e Data Priority: As a result of the IPv4 not being able to recognise the various data that
are transmitted, prioritising traffic data, e.g. video streaming over other types of data is
hard (Olabenjo & Omar, 2014).

e Security: IPv4 has no security features such as data encryption or packet authegtication
during transmission (Virgeniya & Palanisamy, 2013).

e Address Space: As a result of increase in the number of devices t \n ed to
the internet, i.e. IP address being able to only cater for arou n Aosts, this will
in the future lead to high limitation in the number of d&uice e connected to get
online (Olabenjo & Omar, 2014)..

e Packet Loss: IPv4 possesses a Time to Live (TTLY{Virgeéniya & Palanisamy, 2013)
field in the header of an IP; which sets ghe ew for the datagram. If the data

X

could not reach its destination on time, that pire, and the receiving computer

would have to request for that data aga
lost packets, and this is not efficient\
VOIP.

2.2. Internet Prg# wrsion 6 (IPv6)

@ fation IP is the newer version of its predecessor IPv4, created

. This multiple request and delay will result in

=time activities such as video streaming and

IPv6 also known a
primarily to sol dressing exhaustion problem of IPv4, due to the 1990’s internet
explosion. I@ res other additions that will be discussed in section 2.3. The new IPv6
featu dr of 16 bytes (128 bits) in length (Deering & Hinden, 2008).

There been active research and development work going on to transit from IPv4 to IPv6
network. Since IPv4 and IPv6 are completely different protocols and there is no backward
compatibility for IPv6; therefore, research in this direction is essential and demand a clear
procedure and high-level compatibility to transit from IPv4 to IPv6 (Govil et al. 2008). Some
of the possible difficulties regarding this transition include:

e the difficulty of the IPv4 hosts and routers working directly with IPv6 traffic;
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e The existence of a problem with the address allocation and routing when IPv4 is used
indefinitely

e It will take a long time, if possible, to switch into IPv6 (Zimu et al. 2012).

Consequently, it is necessary for there to be a development of a reliable mechanism for
transitioning into IPv6. In the context of this project, the project identifies the following
possible candidate solutions that shall be analysed and evaluated during this work: Zhonghua
et al. (2012) presented a Dual Stack technology based broadband dial-up users IPv4

transition proposal, which also adopts 6to4/ISATAP Tunnel. Furthermore, théyap can
run WWW, FTP, Http, DNS and other network application platform in 6 environment.
s in network

entified three transition

Wiljakka at al. (2002) discussed transition methods such as dual IPv

elements/terminals, tunnelling, and translators in the networ

phases from IPv4 to IPv6. The authors also analysed differen ares from the 2G/3G mobile
network point of view, and some recommendations on of transition methods are also
given. o

\

All of the techniques mentioned above ghd approachies are primarily for static environments;

the project is also interested in learnin bility can affect this transition. To this end, an

interesting work is presented by Xi Narayanan (2009). For a dual-stack mobile node, the

authors analysed various ha@ arfos in a mixed IPv4 and IPv6 environment. They
r

investigated how handoffigro can be designed to handle all scenarios. The performance

of the approach is ana garding handoff’s signalling cost, delay and failure. Numerical
results are provid sR@W the results and conclusions are drawn, and recommendations are
made to ha@1 ctive mobility support mechanisms for IPv4 and IPv6 transition.

Worlgwide tioh of IPv6 has been increasing in recent years with Google website capturing

how ple are accessing its service via IPv6 (Google.com, 2015).

2.2.1 Solving IPv4 Problems (IPv6 to the rescue)

The primary reason for adopting IPv6 is due to IPv4 exhaustion. IPv6 nevertheless has several
features and significant improvements as against IPv4. IPv6 will have more scalability and
reach almost unlimited IP addresses as a result of its larger address space. It will also provide
more effective routing technique, i.e. provision of global address for every device on the

network as well as the enablement of end-to-end reachability and also improved network

Page 4 of 44



performance. The following features are the list of benefits that IPv6 will offer to IT and
network professionals in addition to solving IPv4 problems (Next Generation Internet, 2009):
e Provision of larger address space
e Auto-configuration as well as plug-and-play support
e Packet handling efficiency due to simpler header format
e No need for application’s layered gateway (ALG) and network address translation
(NAT)
e IPSec implementation is the built-in security feature for IPv6

e Enhanced Mobile IP and Computing device support

e Hierarchical network architecture w
e Expansion of multicast address number
2.2.2 TPv6 Migration Issues Q
80

Even though migration from IPv4 to IPv6 has a‘read me major issues need to be

addressed before migration (Saurabh & Shilpa, 20&

o < '
1) Financial Issues: Migrating from | 4\!3 will require devices that will support IPv6

such as routers, switches, and so onfwhichautomatically means more money will be spent.

2) Tunnelling Issues: [Ru6 e gsed in an already existing 1Pv4 network by configuring a

Tunnel to connect IP s to IPv6 nodes without any applications changes. This is,

however, time-co i will require a time-consuming configuration process by network
managers.

3) 1 ture Issues: A large number of protocols as well as technologies needs
redesighing to support IPv6, some these include: TCP/IP, ARP, RIP, BGP, OSPF, DHCP and
others.

4) Security Issues: IPv6 is not well tested, and so, the effectiveness of the security level is still

unclear.
2.2.3 IPv4 to IPv6 Interoperability Technique

Several mechanism and techniques exist which will facilitate the transmission from IPv4 to

IPVv6 interoperation possible, some of these techniques include:
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1) Tunnelling: In developing a network that is fully IPv6 dependent, it is essential to
implement a network that can transfer IPv6 traffic packets via an existing IPv4 infrastructure.
The process of encapsulating IPv6 packets with IPv4 packets, i.e. using IPv4 as a link layer for

IPv6 is known as tunnelling (Next Generation Internet, 2009).

2) Proxying and Translation: This is mostly used in a situation where an IPv6 device is trying
to gain access to an IPv4 service, e.g. a web server. There ought to be some form of translation

between both end-points to connect each other. The most reliable way to do t sage

of a dual-stack application-layer proxy also known as a web proxy (Next ion Ynternet,

2009).

2) Dual Stack: Because IPv6 is an upgrade from IPv4, it has bac d compatibility with IPv4

and inherits some of its features. Hence, it is easy to cre e that support both IPv6

and IPv4. This is known as a dual stack. Most ew software that supports IPv6
already have dual stack implemented (Amer, 2012

3) Addressing simplicity: This process [ Qallowance of a router or an updated host
to continue with its use of an IPv4 |s like automatic tunnelling that provides the
dual-stack host, routers or both I Amer, 2012)

2.3. Compare ag ast IPv4 and IPv6
Even though NAT has @@ the reduction of the number of IP address (public addresses),

it, however, poss e performance and security concerns. Issues exist when it comes to

ation (Next Generation Internet, 2009).

peer to peer
Tabl elowphighlights the major differences between IPv4 and IPv6 (Babatunde and Al-
Debal :

Table 2: Major difference between IPv4 and IPv6

Comparison of IPv4 and IPv6

IPv4 IPv6
IPsec is not mandatory. Traffic to all host on | IPsec is needed. Multicasts replace broadcast
the same subnet are sent via broadcast causing a decrease in broadcast floods
experienced in IPv4
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IPv4 utilises a 32-bit address space

IPv6 utilises a 128 bits address space hence
it can accommodate more network IP
addresses

Depending on IP header options, the header
could have a variable length of between 20 to
60 bytes

IP header options are unavailable. Instead, it
uses a fixed header of length 40 bytes

It needs to support DHCP, or it can be
manually configured

It supports stateless automatic
configuration., hence does not support
manual configuration or DCHP (Amer,
2012)
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3.0. Acme Ltd Scenario

Acme Ltd is a large conglomerate of companies with several branches in 10 different cities
located in the United Kingdom specialising in selling household goods to its customers. Its
staff strength is about 5000 employees. However, it intends to expand the company by
including ten more branches and recruiting around 2500 employees. The present objectives of

the business include:

e The company does not want to prevent increased costs on coping withighe ty of
address w

o It wants to prevent disruption to the company websites

e ltintends to grow its business to global business

e Itintends to provide increasing experience to their ¢ er@nd access to their supply
chain.

e Itintends to stand out in its competitive Super vironment
e The company intends to use several a c&a
IPv6 that will boost sales ¢

e The company intends to stre

w software which is compatible with

internet security to prevent theft of valuable

information.

scarcity to get ne and’so is considering migrating its network to pure IPv6 or a mixture
of both, eve urrently implements NAT.

3.1.

Asar

jouration Tools
It of networking systems being more expensive, hands-on experiments on networking

simulation has become a key factor when choosing to try out new equipment, devices and
technology before purchasing them in real life. OPNET has been chosen to model the Acme
situation because it provides detailed analytical features. OPNET provides a Virtual Network
Environment which can model the entire network of any enterprise including its switches,
routers, servers, protocols and individual applications. Using this virtual environment makes it

easy for network and system planners, IT managers, operations staffs and so on, to diagnose
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difficult issues more efficiently and effectively. It can also help validate changes before the

implementation of these changes, and with that, the server as a planner for future network
enhancement (Hammoshi & Al-Ani, 2010).

OPN

ET provides the following benefits:
It has a simple and yet convenient graphical user interface that is easy to learn
There are excellent readme sample configuration tips in the examples fol Iready
that ships with the software. There is also a good description of whatac nent

means and what they support.
OPNET has a large chunk of network components and is sui r@y out research

|t

work on the network. Hence, it can be used to m ire network of any

organisation

The Academic edition of the software is free whic hatys used in this experiment
The simulation engine is fast and takes agelati period to complete a network
simulation

It has a large user base that includes m@tune 500 companies

3.1.2 System Requireme \

The

installation of OPNET requ theyfollowing system configuration (OPNET Modeler

Accelerating Network D,@
Operating Sys

o Mickes dows XP, Windows Vista Business, Windows 7, Windows

dora Project: Fedora Linux 6 (v2.6.18 Linux kernel)
o Red Hart: Red Hat Enterprise Linux 4 (v2.6 Linux Kernel), Red Hat Enterprise
Linux 5 (v2.6.18 Linux Kernel), Red Hat Enterprise Linux 6 (v2.6.32 Linux

Kernel),

o Required: 2.0 GHz for Windows, 1.0 GHz for Linux using x86, EM64T, x86
AMD, or AMD64
o Recommended: 3.0+ GHz using x86, EM64T, x86 AMD, or AMD64 (dual-

core))
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e RAM

o Required:512MB

o Recommended: 1-2GB
e System File Space

o 3 GB is required for installation. The system also requires an additional 2 GB
of free disk space
e Working File Space
o Itrequires 100 MB or more for temporary and log files
e Display
o Resolution: 1024x768 minimum

4.0. Building the Network Topology wi Network
Simulator

The Optimised Network Engineering Tool (OPNET), ver% the network simulation
tool is used to run simulations on two of the offi.ce's |gCati Acme Ltd; this will indicate

how the other office location will behave. The OPNET or tool can simulate and analyse
the network performance parameters suc.h as d@et loss, and HTTP web browsing. The
major components used in the suggestedquet odels running on OPNET 17.5 are 20
clients, 2 switches and 2 routers. The %are a description of each component extracted
from the OPNET node model des@giptiO, see Appendix E for details.

e The ethernet4 @lip8 W model signifies an IP based gateway supporting four
ethernet hub in eight serial lines interfaces. It represents a router that is

connected tg.an ork, using a PPP_DS1 in our case scenario
e The Ethe @ witch represents a switch that supports up to 16 Ethernet interfaces.
The Switc ises the spanning tree algorithm in order to ensure a loop-free network
lo

e The Application Config comprises a name and a description table which specifies
rious parameters for the different applications (i.e. HTTP Light, HTTP Heavy,
Emails Heavy, Video Conferencing and so on).

e The Profile Config is used to create the profiles of users. It is possible to specify these
user profiles on different nodes in the network to generate application layer traffic. This
subject uses the applications that the Application Config defined to configure profiles.
Traffic patterns can be specified. The configured profiles and the applications follow

after.
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e The Ethernet_ wkstn node model represents a workstation with client-server
applications running over TCP and UDP. The workstations support only one Ethernet
connection at either 10 Mbps, 100 Mbps, or 1000 Mbps. A fixed amount of time is what
a workstation requires to route each packet, as determined by the "IP Forwarding Rate"
feature of this node. Packets are routed on FCFS (First come, first serve) basis. It might
also encounter queues at the lower layers of the protocol inasmuch it depends on
transmission rates of corresponding interface output

e The 10BaseT link: -Links between hosts and routers or hosts and sWiich. ents
an Ethernet connection operating at 10 Mbps. It can connect any, binatio the
following nodes (except switch to router, which connect hub t@bu tch to switch

or switch to the workstation.

e The PPP_DS1:- is used in connecting two nodes ru IRYtogether. In our case, this

is the two routers in the two office location.
e Theip32:- Isan IP cloud that supports upﬂo 3e interfaces within a selectable

data rate, where IP traffic can be model .Nports several protocols including RIP,
IP, UDP, BGP, OSPF, IGRP and®rcp

In the scenario below (Figure 1, see for the configuration of the network), IP traffic

was sent across the network. S
simulation consists of ubnw o of the virtual offices out of the possible ten offices
connected via an IP clcb gh a PPP_DS1 link.

o

dix F for traffic creation settings. The network
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U
Figure 1: Office Network Configuration in OPNE

4.1. Simulation of a pure I?V4% Pv6 and IPv4 mixed with
IPv6 with Tunnelling Netw k\ ET
Three similar scenarios were create e difference between them is that the first network

has IPv4 assigned to all device second had IPv6 assigned to it, while the third had the

officel_switch nodes r 4. The Office_1_router is configured to tunnel the traffic

from that subnet to the % e subnet, i.e. Office2_Switch with all the workstation and the
Office_2_Router wiich'asgg@l running on IPv6. A third configuration was also done, which is
a mixture of IRv/ % Pv6 network with Officel running on IPv4 and Office2 running on

ice2 has its router configured to tunnel traffic from IPv4 through the

ppendix D for full network configuration details). A simulation was run in
OPN and the following parameters were measured and compared between the three
scenarios. Our test will focus on IP unicast traffic passed through the network in different
packets amount (see Appendix G for how this traffic was configured). We have configured
OPNET to pull individual Global Statistics for the network for HTTP, Ethernet and IP (See
Appendix J). We have also configured individual statistics for one node on each subnet, i.e.
testnode_officel or testnode_office2 to pull statistics on a workstation on each subnet (See

Appendix I)
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4.1.1. Experiment 1

This involves passing 10000 packets/seconds for 1 hour. We will compute the Global statistics
for Ethernet, HTTP and IP.
Ethernet Delay: This represents the end to end packets received by all the workstations on the

network.
r Ethernet.Delay (sec) - B

B ComparisonOfiPvdandlPE-IPv4-DES-1

Ethernet Delay (sec)
1,500
1,000 \ z
500 -

04—

B ComparisonOfiPv4andiPyvE-IPvdandPvE-DES-1

Ethernet Delay (sec)
1,500 4 .

1,000
500
0

B ComparisonOflPy4andPE-IPvE-DES-1

Ethernet Delay (sec)

1,000

i /f/\_
It ——— — —

OhOm ©h10m 0h20m Oh30m Oh40m 0h50m  1hOm

Figure 2: Network Eth@lay

e Gra IS etwork Ethernet delay of IPv4
o rapfggs’the Network Ethernet delay of IPv4 and IPv6 using Tunnelling

o r 3 is the Network Ethernet delay of IPv6

From figure 2, the delay of IPv4 and IPv6 using tunnelling is similar to the delay experienced
on a pure IPv4 network. It increased rapidly at about 30 minutes into the simulation and
continued till 55 minutes before it started decreasing towards the end of the simulation. While
the delay of IPv6 is considerably lower, approaching 500 seconds around 42 minutes and

decrease towards zero at around
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Page Response Time: This specifies the time that is needed to retrieve the entire page with all
inline objects. If however, a page contains a video that is not preloaded, then the retrieval of

this video is not taken into consideration.

B ComparisonOflPvdandIPVE-IPv4-DES-1

HTTP Page Response Time (seconds)

1004

504

04 =~ . — .

B CompatizonOfiPydandPVE-IPvdandlPvE-DES-1

HTTP Page Response Time (seconds)

150
100 4
50+

0o ™ s - P —

B ComparisonOfliPvdandlPVE-1PvE-DES-1

HTTP Page Response Time (seconds)

0.60
0.40- .
0.20- .. .

0.004
OhOm Oh10m 0Oh20m Oh30m Oh40m OhSOm  1hOm

Figure 3: Network HTT, onse Time

e Graphl twork Page Response Time of IPv4
o Gra@ etwork Page Response Time of IPv4 and IPv6 using Tunnelling
. ap the Network Page Response Time of IPv6

Figure Sishows that the page response time is mostly at 0, but shoots up occasionally to as high
as around 53 seconds for IPv4 graph. The value of the page response time for an IPv4 and IPv6
using tunnelling ranges from 0 to 50 seconds and then to 100 seconds occasionally. The page
response time for a pure IPv6 Network hovers around 20 seconds and occasionally shut up to

40 seconds

Traffic Dropped: This is the number of IP datagram that is dropped in all nodes across the

network amongst all IP interface. One of the reasons why this is possible is due to the exceeded
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number of hops by an IP datagram. It could also be as a result of a lack of space in the central

processor's queue.

B ComparizonOfliPvdandiPYE-IPv4-DES-1

T:j

B ComparizonOfiPv4andiPyE-IPv4andiPvE-DES-1

IP Tratfic Dropped (packets/sec)

: IP Tratfic Dropped (packets/zec)
2
1
]
B ComparisonOfIPv4andiPy6-IPvE-DES-1
150 IP Tratfic Dropped (packets/sec)

100+
S0
D_ P

OhOm Oh10m Oh20m Oh30m GOh40m OhSOm  1hOm

Figure 4: Network Tr ped
e Graphli rk Traffic Dropped for IPv4
e Gra &etwork Traffic Dropped for 1Pv4 and IPv6 using Tunnelling
Graph 3 igithe Network Page Response Time of IPv6
From towards the beginning of the simulation, two packets were dropped per seconds,
while &similar situation is observed in IPv4 and IPv6 network using tunnelling. The pure IPv6
did not drop any packet except around 3 minutes into the simulation where it dropped up to

100 packets. Lastly, the test node at both office exhibited similar behaviour to the global
network statistics. E.g. Figure 5 is the Ethernet Delay of testnode_office2
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Figure 5: Ethernet Delay of testnode

4.1.2. Experiment

In this simulation, w he number of packets passed across the network to

ave bl
10000000 packets/seco mur. We will compute the Global statistics for Ethernet,
HTTP and IP.

Ethernet D@o
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B ComparisonOfiPv4andPy6-IPv4-DES-1

Ethernet Delay (sec)

B ComparisonOfiPv4andPYE-IPv4andlPvE-DES-1

Ethernet Delay (sec)

B ComparisonOfIPv4andlP6-IPvE-DES-1

Ethernet Delay (sec)

500+

0 —
OhOm Oh10m Oh20m Oh30m Oh40m OhSOm  1hOm

Figure 6: Network Ethernet Delay

e Graph1listhe Wrnet delay of 1Pv4

e Graph2isthe @ K Ethernet delay of IPv4 and IPv6 using Tunnelling
e Graph3 twork Ethernet delay of IPv6

Figu shbat the delay of IPv4 and IPv6 using tunnelling is similar to the delay
experigfce a pure IPv4 network increasing rapidly at about 30 minutes into the simulation
and coRginued towards the end of the simulation. The delay of IPv6 is considerably lower
approaching 500 seconds in about 42 minutes, and then increasing and approaching 1000
seconds before decreasing. In general, when compared to the first experiment, the doubling of
the packets results in the overall Ethernet delay to be almost twice the delay from experiment

1 for all networks.
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Page Response Time:

T | HTTP.Page Response Time (seconds) = o
B ComparisonOfiPvd4andiPYy6-IPv4-DES-1
. HTTP Page Response Time (seconds)
504 . “
D -t ..I - am - L -
B ComparisonOfiPv4andiPYE-IPvdandiPvE-DES-1 \
150 HTTP Page Response Time (seconds) @
1004 o
S04
u d o« - . - (1]
B ComparisonOfiPy4andPY6-IPv6-DES-1 )
HTTP Page Response Time (seconds)
0.604
0404 .
0204
D'UD ] T T T T T T
OhOm Oh10m Oh20m Oh30m Oh40m OhSOm  1hOm

A
Figure 7: Network HT :Ea esponse Time
r

e Graph 1 igfthe k Page Response Time of IPv4
e GCra % {etwork Page Response Time of IPv4 and IPv6 using Tunnelling

o Graph 3 ighthe Network Page Response Time of IPv6

Figurefd shows that the page response time varies randomly for IPv4 graph, tending towards
100 seconds on one occasion. The value of the page response time for an IPv4 and 1Pv6 using
tunnelling ranges from 0 to 120 seconds occasionally. The page response time for a pure IPv6
Network hovers around 20 seconds and occasionally shut up to 50 seconds. In general, there

was a slight increase in page response time for all networks.
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Traffic Dropped:

B ComparizonOfiPvdandiPVE-IPv4-DES-1

IP.Traffic Dropped (packetsisec)

i

B ComparisonOfiPvdandiPVE-IPydandiPy6-DES-1
P Traffic Dropped (packets/sec)

f

B ComparisonOfiPv4andiPyE-IPvE-DES-1

IP.Tratfic Dropped (packetsisec)

2004

1uu-—A
o a

OhOm Oh10m 0h20m (Oh30m Oh40m Oh50m  1hOm

he Network Page Response Time of IPv6

Graph 1 @twork Traffic Dropped for IPv4
o Gra@ etwork Traffic Dropped for 1Pv4 and IPv6 using Tunnelling
° t
From figure 8 towards the beginning of the simulation, two packets were dropped per
seconds for IPv4 network, while a similar situation is observed in IPv4 and IPv6 network
using tunnelling. The pure IPv6 did not drop any packet except around 3 minutes into the

simulation, where it dropped up to 100 packets. In general, the values was the same across

when compared to the first experiment.
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4.1.3. Experiment 3
In this simulation, we have tripled the number of packets passed across the network to

100000000000 packets/seconds for 1 hour. We will compute the Global statistics for Ethernet,
HTTP and IP.

Ethernet Delay:

Figure 9: N¢ @ ernet Delay

o raph 1 is the Network Ethernet delay of IPv4

o raph 2 is the Network Ethernet delay of IPv4 and IPv6 using Tunnelling

e Graph 3 is the Network Ethernet delay of IPv6
From figure 9, there is no visible change from the last experiment for Ethernet delay. The graph
looks identical to that of experiment 2.
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Page Response Time:

i etwork Page Response Time of IPv4 and IPv6 using Tunnelling
Graph 3 isthe Network Page Response Time of IPv6

From fgure 10, there is no significant change in the HTTP Page response when compared to

experiment 2.
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Traffic Dropped:

B ComparisonOfiPv4andIPY6-IPv4-DES-1

IP.Traffic Dropped (packetsizec)

B ComparisonCflPvdandiPYE-IPvdandiPvE-DES-1

IP Traffic Dropped (packetsizec)

B ComparisonOfiPv4andIPY6-IPvE-DES-1

IP.Traffic Dropped (packetsisec)

50+

D' it

OhOm Oh10m 0h20m Oh30m Oh4Om Oh50m  1hOm

e Grap % twork Traffic Dropped for IPv4
e Graph 2 isgthe Network Traffic Dropped for IPv4 and IPv6 using Tunnelling
o h"3"s the Network Page Response Time of IPv6

From figure 11, there is no noticeable change in Network traffic dropped when compared

to experiment 2.

4.2. Result Analysis

From the experiment conducted, it is evident that an IPv4 and an IPv4 and IPv6 using
tunnelling, offer similar performance regarding Ethernet delay, Http Page Response and Traffic

Dropped. We also observed that IPv6 offers better performance overall regarding this
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parameters, IPv6 has the least Ethernet delay which might be due to its efficient packet header
and its ability to prevent network flooding. The http response time is also impressive, and it
might be due to its efficient header. Its packet drop is also lesser, which is down to the fact that
it can prevent broadcast and does not have a Time To Live feature like IPv4. Acme Ltd can
go ahead to migrate its network to IPv6 because it offers more performance benefits. The

company might also choose to introduce IPv6 in phase in some of its offices without fear of

'mplm | wanted
er later found

to do in OPNET. I did many testings. Some worked, and others did n

massive degradation in performance, especially in web browsing.

4.3. Issues Arising from Network Design
The major issue | faced in this project was getting proper tutorials t

a video tutorial that gave the foundation of what | wanted to ac

installed with some set of examples and configuration i I
developing my network.
[
o \

T also come pre-

came in handy while

Z
(10
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5.0 Conclusions and Future Work

IPV6 is termed as the future of the internet, and within a short period, it will be the predominant
addressing scheme on the internet. However, it is essential also to note that migrating from
IPv4 to IPv6 will not happen overnight, and so there was a need to build IPv6 to coexist with
IPv4. Tunnelling and dual stack technologies make this a reality. Acme Ltd is looking into the
future and is considering moving to IPv6. The experiment conducted for Acme Ltd indicates
that Acme can benefit from the better performances offered by IPv6, especi web
browsing. IPv6 is here to stay and should be adopted by Acme Ltd. Generally, . c ing to

migrate to a pure IPv6 network or a mixture of both, the followimg n 0 e takerT into

consideration:
e There should be skilled network engineers to configure Iling which is also time-
consuming

o Dual stack is easier as this requires little or no i ion

e Money is to be spent on new devices, espg i Ilwhe network has old devices that
do not support IPv6. Hence cost-b.enefi alysiSyneeds to be done to see if the migration
is worth it or not

e |IPv6 offers excellent perfor \rovement than pure IPv4 or IPv4 and IPv6

network.
e Even though litgratur es that IPv4 and IPv6 with tunnelling lead to lower network
throughput, our expe hows that the difference between a pure IPv4 and an IPv4

and IPv6 is not @! Re.

ideo Streaming Performance Testing
e Voice Streaming Performance Testing
e File Transfer Performance Testing

e Email Performance Testing

e Video conference Testing
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e Other advantages of IPv6 such as traffic prioritisation could be tested for network
performance
e Other IP4 and IPv6 mixture network such as dual stack could also be tested for network

performance.
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APPENDIX A: Old Gantt Chart
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APPENDIX B: New Gantt Charjp® \
a -
Task . Task Name - |Duration _ |Start ~ |Finish » |Predecess
Mode
1| =1 project Review 43 days Thu 19/11/09 Sat 16/01/10
2 |+ 1.1 meet supervisor for feedback- updateto 30 mins Wed 19/11/14 Wed 19/11/14
phase 2
ERNF 1.2 download and install Packet tracer 1hr Wed 19/11/14 Wed 19/11/14 2
4 | 1.3 technical knowledeg of IPV4 & IPV6 88 hrs Wed 19/11/14 Thu 04/12/14 3
5 | 1.4 security Architecture of IP 64 hrs Thu 04/12/14 Tue 16/12/14 4
& |+ 1.5 Design network in Packet traces 7hrs Tue 16/12/14 Wed 17/12/14 5
7 | 1.6 start writing review report 12 days Wed 17/12/14 Fri 02/01/15 6
s | 1.7 project progress 1 day? Mon 05/01/15 Mon 05/01/15
5 | 1.8 use cisco packet tracer studentversion 6  1day Fri 02/01/15 Maon 05{0; {lS 7
-defined topology-PC-
ROUTERS-TRAMNSLATION
10 | 1.9 implement the network 24 hrs Wed 07/01/15 Fri 03/01/15 8
11 | 1.10 meet supervisor for feedback- update to 30 mins Thu 08/01/15 Thu 08(0!{15 9
phase 2
1z | 1.11 update requirment-specification-show 24 hrs Fri09/01/15 Tue 13/01/15 10
version-software version-update Gant
chart-incloud previouse gantt chart
13 | 1.12 new update-incloude Access 5hrs Thu 08/01/15 Thu 08/01/15 11
control-ACList-1PV4 ACL-IPVE ACL
14 | 1.13 Recommendation-strangest-weakest 16 hrs Wed 14/01/15 Thu 15/01/15 12
protocol

1 | i P T U R T PR, . .. nndlaa far ez e fna dar an
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control-ACList-IPV4 ACL-IPV6 ACL

14 | 1.13 Recommendation-strangest-weakest 16 hrs Wed 14/01/15 Thu 15/01/15 12
protocol

15 | 1.14 complete implementing in packet tracer 9 hrs Thu 08/01/15 Fri 09/01/15 13
16 | 1.15 GM53 Implemnte 3 days Fri 16/01/15 Tue 20/01/15 14
17 | 1.16 fimal report draft 14 days Tue 24/03/15 Fri 10/04/15 15
18 | 1.17 feedback 1hr Mon 13/04/15 Mon 13/04/15 16
19 (s 1.18 final report deadline 0hrs Fri 08/05/15 Fri 08/05/15 17
20 | 1.19 poster day 1hr Wed 13/05/15 Wed 13/05/15

APPENDIX C: Project Planning
Updated Risk table is provided in the table below.

Risk Factor Irnpact Reason Paossible salution(s)
Simulzstion Conventional tools shall be
Laww -
software(s) used
Mo dedicated/ additional
Hardware Laww -
hardware iz reguired
If required, talk to supervisor for
Health MMedium | unknown .
extension
Mo additional hardware is
Funding Lo reguired/ Library shall be| -
used for research
Mo construction ar
Safaty Lo -
chemicals are invoheed
If required, talk to supervisor for
Time Schedule | Medium Fossible system crash stc. extension, backing up of data
anline.
Ressarch Accessing nNeCessary
Medium Using umiversity library help desk
related issues academic resources.
Finding the compatible wversion
Inztallation Compatibility  with  the | of the software for the laptop or
Loww
issues laptop for software approsching IT support desk in
the university
Approzaching umiversity
Report writing Grammar check and proof
Lo intermational  students  proof
izsues reading
reading desk

Contingency Plan: By ensuring that the plan is followed would make the project completion

be on time, and also allowing extra one week will place the project one step ahead.
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APPENDIX D: How the network was configured

After launching OPNET
e C(lick on File > New to create a new project
e Enter a project name and Scenario name

LR e e R I L L

ile Edit View Scenarios Topology Traffic Protocols DES W

1 il =2 | [DR [T My | o ([ LDH | el = [
x

r

Prject name: [TTEEN

Scenario name: Incmaiﬂ

v Use Statup Wizard when creating new scenarios

to creage .i‘

Cancel

e Use the start-up wizard scenario as seen below

r
You can start with an empty network HHTopdogy

and create your network using objects
from the object palette or import directly
from another data source.

t, hend oose next selecting the preselected values till the configuration finishes.
te the subnet, Click on Topology on the topmost menu, then Rapid Configuration,
rt and click on Next

e C(lick
To c
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e Choose the following as seen below, then Ok.

~ Models
Center node model: | ethemet 16_switch v |

Periphery node model: |ethemet_wkstn v | Number: [5

Link model: | 10BaseT

A

X
Y

Placement
Center

IIJ_411E2
0

S

e To create an Ip32 cloud, Profile definition, Application Defi
open the Object Palette by clicking on Topology in the fir
Note that this ought to be open by default.

e Locate a 10BaseT cable in the Object Pallete and dr

to the router (slip8_gtwy) and also to the Ip32 clo

ﬂ Search by name: I
Drag model or subnet icon into workspace
[EI] intemet_toolbox Default, Read-only
=3 Node Models
-45aa 1000BaseX_LAN Fixed Node
100BaseT_LAN Fixed Node
10Base T_LAN Fixed Node
#{] 3Com CB3500
Application Corfig Fixed Node
AS_GRF400_4s_a2_ae8_f4_sl2 Fixed Node
#] Bay Networks Centilion 100
#-{"] Cisco 4000
-E eth16_ethch16_fddi16_tr16_switch Fixed Node
-3 eth2 fddi2_tr2_switch Fixed Node
-3 ethd_ethlaned_fddi4_trd_trane4_switch  Fixed Node
-3 ethd_fddi4_trd_switch Fixed Node
B4 eth6_ethch6_fddi6_tr6_switch Fixed Node
-3 ethemet16_switch Fixed Node
54 ethemet2_siip8_firewall Fixed Node
- ethemet32_hub Fixed Node
ﬁ sthemet4_slip8_gtwy Fixed Node
-1 ethemet_server Fixed Node
-2 ethemet_wkstn Fixed Node
IP Attribute Config Fixed Node
- =) ip32_cloud Fixed Node
ppp_server Fixed Node
ppp_wkstn Fixed Node
Profile Config Fixed Node
MaC Nddl da Mambia Cond Mada
4

1000BaseX Switched LAN
100BaseT Switched LAN
10BaseT Switched LAN

Application Configuration
Ascend GRF400 Router

Ethemet Switch
Firewall

Ethemet Hub

IP Router

Ethemet Server
Ethemet Workstation
|P4ayer Attribute Definer
IP Cloud

PPP Server

PPP Workstation
Profile Corfiguration

10 lmeome Abbibs dm Dbl

™ Create right-angled link

Mode! Details

Create Custom Model...|

A

erentd_slip8_gtwy,

then Open Object Palette.

&
g

(%2

i
.§.

©
-]
a

:
o

Close

Help

e See Appendix F, G, and H for how the application definition, profile definition and traffic

configuration were done.

To Configure a Pure IPv4 network
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File Edit View Scenarios Topology Traffic | Protocols DES Windows Help

| Applicstions  » B3

Addressing 3 Auto-Assign IP Addresses...
Routing | Auto-Assign IPv4 Addresses
Skesfaces : Clear IP Addresses...
Demands »

Clear IP Addresses of All Interfaces

L ' Clear IP Addresses of Unattached Physical Interfaces
Mticast ’ Clear IP Addresses for Selected Nodes and Interfaces
ARE ' Configure AS Number for Selected Routers...

Configuration Reports 4 Clear AS Number Specification...

Auto-Assign Router IDs
Clear Router IDs on all Routers
Configure Router ID as Loopback Address...

Select Node with a Specified IP Address... Ctrl+Shift+|

rrare ey

To Configure a Pure IPv6 network

File Edit View Scenarios Topology Traffic

BEEERT T

Protocols | DES Windows Help
Applications 4

IPv6 ’ Auto-Assign IPv6 Addresses
BGP > Clear IPv6 Addresses
EIGRP < Assign IPv6 Addresses to Sub-interfaces on Selected Nodes
IGRP ’ Configure IPv6 Routing Protocols...
IS-IS 4 Configure Interface Status...
OSPF 4 Enable IPv6 on All Interfaces
RIP 4 Disable IPv6 on All Interfaces
ing | Create 6tod Tunnels on Selected Nodes
RSVP 3
Clear IPv6 Configuration from Selected Nodes

re a pure IPv4 network as above
lect all office 2 subnet by highlighting with the mouse and assigning IPv6 to that selected
node as seen below:
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File Edit View Scenarios Topology Traffic | Protocols | DES Windows Help

NSEaNEE

Auto-Assign IPv6 Addresses
Clear IPv6 Addresses

 Assign IPv6 Addresses to Sub-interfaces on Selected Nodes

Configure IPv6 Routing Protocols...
Configure Interface Status...
Enable IPv6 on All Interfaces
Disable IPv6 on All Interfaces

Create 6tod Tunnels on Selected Nodes

Clear IPv6 Configuration from Selected Nodes
wode 13

[node_11]

File Edit View Scenarios Topology Traffic | Protocols | DES Windows Help

DS EH G N0 M|  Aplications

Auto-Assign IPvb Addresses
Clear IPv6 Addresses
Assign IPvb Addresses to Sub-interfaces on Selected Nodes

Configure IPv6 Routing Protocols...
Configure Interface Status...

Enable IPv6 on All Interfaces
Disable IPv6 on All Interfaces

Create 6to4 Tunnels on Selected Nodes

Clear IPv6 Configuration from Selected Nodes

AP DIX E: Node model Description for ethernet4 slip8 gtwy

. ght click on the device and click on View Node Description
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File Edit Options

EE A wis]

General Node Functions: ;l

The ethernet4_s1ip8_gtwy node model represents an IP-based
gateway supporting four Ethernet hub interfaces, and eight
serial line interfaces. IP packets arriving on any interface are
routed to the appropriate output interface based on their
destination IF address. The Routing Information Protocol (RIFP)
or the Open Shortest Path First (OSPF) protocol may be used to
dynamically and automatically create the gateway's routing
tables and select routes in an adaptive manner.

This gateway requires a fixed amount of time to route each
packet as determined by the "IP Routing Speed” attribute of the
node. Packets are routed on a first-come-first-serve basis and
may encounter queuing at the lower protocol layers, depending on
the transmission rate of the corresponding output interface.

Protocols:

IP, UDP, RIP, Ethernet (IEEE 802.3), OSPF, SLIP

£l
| Line: 1 8|
9

[ 4
APPENDIX F: Application D& i
This is set to default as seen below, w s it supports all forms of traffic. To do this:
e Right click on the device and.¢ e EdibAttributes
e Locate Application Deﬁni:'!o nd ose Default

c?b
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| Attribute Value 4]
@ name
@ -model Application Corfig
@ ixposttion -145
@ :ypostion -90
@ =threshold 0.0
@ iicon name util_app
@ i creation source Object Palette
(® - creation timestamp 13:48:00 Apr 15 2015
@ icreation data
@ Glabel color black
@ Application Defintions Default

MOS
(3) ® Voice Encoder Schemes All Schemes
@ -hostname
® '-minimized icon circle/#708090
@ Lrole [}
Exended Attrs. | Model Details | Object Documentation |

@ | Fiter |
ot
v mes
( Substing [ Values 4 M!mmd
" BegEx [ Possible values [™ Apply to selected objects
v Tags 0K Cancel I

cation Profile Definition

e Right click e Definition and Choose Edit Attributes

e Navigate to e Configuration and create a profile name and define some traffic to go
alongWith this profile as seen below:

APPENDIX
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Type: | Utilties
| Attrbute | Value B
@ }-label color black
@ = Profile Configuration ()
@ |- Numberof Rows 1
= acmeprofile

@ - Profile Name acmeprofile
@ = Applications (.)
) - Number of Rows 3

Email (Heavy)

# Web Browsing (Heavy HTTP1.1) ..

Video Conferencing (Heavy) .
@l Operation Mode Simultaneous
@ - Start Time (seconds) uniform (100.110)
® i- Duration (seconds) End of Simulation
@ ® Repeatabilty Once at Statt Time
@] _ B |
e Kl s
(% Substing [V Values v .
" RegEx  [v Possble values o

¥ Tags 0K Cancel |

[ J
APPENDIX H: Creation of M

File Edit View Scenarios Topology | Traffic

Open Traffic Center

Protocols DES Windows

==

Create Traffic Flows

Forecast Traffic...

IP Unicast...
IP Multicast...
VolP...

MPLS VPN...

Ethernet
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— Node selection

¢ Full mesh between all nodes

(" To all other nodes from: |node_2 |
(" From all other nodes to: |node_2 —vJ
— Intensity — Characteristics
Packets/sec: 100000 Description: |Represerts IP Unicast Traffic Flows
Bits/sec: [120000 Coior: [
[~ Set start time 13.07:59.000 Apr 24 2015 |
Duration (secs): lm [~ Characterize demands
~ Socket information
Destnation 1P address; |40 Assigned =] Sourcepot: [<Not Set> =
Type of service: [Best Effort (0) ] Destination port: I(NotSeb ~
Protocol: ||P -~

APPENDIX I: Collecting individual gode statistics

e Right click on the device you wish to c% a for and select Choose Individual DES

statistics

Z
9,
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- Animations :‘ — Statistic information

@ Node Statistics Description:

#{] Application Demand

# | Client DB

#-4 | Client DB Entry

#- | Client DB Query

@/ Client Email

@4 | Client Fip

& Client Hitp

#{"| Clent Print

& Client Remote Login

& Client Video Streaming

@®{] crU

- Custom Application

& DHCP

& Ethemet -
@7 H323 =~
, :EMP Hoet Draw style: Modify |
B 1P Proo Collection mod

- | ess0r 10N Moage: Madify

L3 IPvE _l
& Peerto-peer File Sharing

#4 | Remote Storage Client

& Remote Storage Server — Data collectior

#{ | Requesting Custom Application Clheinn L

@ Responding Custom Application ¥ Generate vector data

_' E-?-EP e [T Record statistic animation

E Server Jobs [T Generate live statistic

#-4 | Server Video Streaming

-3 SIP UAC [T Generste scalar data

{7 iz

- TCP Connection Using I last value LI

¥ | Transaction Analyzer Model -

L] f oK I Cancel
e Also in configuring individmal istiCs, the device needs to support the application profile
definition we havetere asgeen below (here we used acmeprofile)

o
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r x

Type: |workstation

Attribute Valee B
® i ypostion 56.3
@ - threshold 0.0
@ liconname whstn
@) creation source Rapid Configuration
@ ' creation timestamp 14:46:02 Apr 24 2015
@ |- creation data
@ 'label color black
P -
# |P Mutticasting
& Applications

® Application: Destination Preferences

¥ acmeprofile
- Application: Supported Services (.)
# Application: Transaction Model Tier C... Unspecified LI

@

@R

@ | Numberof Rows
@

@

Xact [v Advanced

*5 Values -

(*E;gcmgg'n | [~ Apply to selected objects
[V Tags oK Cancel I

N
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APPENDIX J: Collecting Global Statistics

e Right-click anywhere apart from any device and select Choose Individual DES statistics

= 18] Giobal Statistics
I @[] AoDV

@7 BGP

| @] Bridge

- #.7] Cache

{ ®{ ] Custom Application
{ ®{ 1 DB Entry

{ @] DBQuery

i @7 DHCP

i @7 DSR

- ®{7] EIGRP

i B Email

i #/| Ethemet

P B Rp

{ ®{ ] GRP

- @ Haz

. @7 HAIPE

- ®{7] HSRP

i @m{a] HTTP

i {7 IGRP

e al

| @7 IPve

@l isis

- @ {7 Mobie IP

| @7 Mobile IPv6

. @7 OSPF

| @{7] OSPF Advanced
| B OSPF MANET
i ®] Peertopeer File Sharing
P @7 PIM-SM

| @] Print

i B{ ] Remote Login
i @7 RIP

 ®{7 RIPNG

- @7 Rswp

. ®{7 RIP

<

=

— Statistic information
Description:
Draw style: Modify... |
Collection mode:

Modfy... |

o

— Data collection

¥ Generate vector data

I~ Record statistic animation

I™ Generate live statistic

IT Generate scalar data

Using Ilast value

2

ok | ¢
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